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Large Language 
Models
and their ecosystem



2017: Transformers
“We propose a new simple network architecture, the Transformer, based 
solely on attention mechanisms, dispensing with recurrence and 
convolutions entirely. Experiments on two machine translation tasks show 
these models to be superior in quality while being more parallelizable and 
requiring significantly less time to train. On the WMT 2014 English-to-French 
translation task, our model establishes a new single-model state-of-the-art 
BLEU score of 41.8 after training for 3.5 days on eight GPUs, a small fraction 
of the training costs of the best models from the literature. We show that the 
Transformer generalizes well to other tasks by applying it successfully to 
English constituency parsing both with large and limited training data. “

Transformers work well for 
text (sequence of tokens).

“However, attention mechanisms were 
powerful in themselves and that sequential 
recurrent processing of data was not 
necessary to achieve the quality gains of 
RNNs with attention. Transformers use an 
attention mechanism without an RNN, 
processing all tokens simultaneously 
<context windows> and calculating 
attention weights between them in 
successive layers. Since the attention 
mechanism only uses information about 
other tokens from lower layers, it can be 
computed for all tokens in parallel, which 
leads to improved training speed. ”

From: 
https://en.wikipedia.org/wiki/Transformer_(
machine_learning_model)
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The ecosystem of LLMs

From « On the Opportunities and Risks of Foundation Models » https://arxiv.org/abs/2108.07258

Foundation model
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The ecosystem of LLMs

From « On the Opportunities and Risks of Foundation Models » https://arxiv.org/abs/2108.07258

Foundation model

Nvidia’s « NeMo Guardrails is an open-
source toolkit for easily adding 
programmable guardrails to LLM-based 
conversational systems. Guardrails (or 
"rails" for short) are specific ways of 
controlling the output of a large 
language model, such as not talking 
about politics, responding in a particular 
way to specific user requests, following a 
predefined dialog path, using a particular 
language style, extracting structured 
data, and more. » 
from https://github.com/NVIDIA/NeMo-
Guardrails

E.g. G
uardrails
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ChatGPT: Reinforcement Learning with Human Feedback

From https://openai.com/research/instruction-following

« OpenAI’s
outsourcing partner
in Kenya was Sama, 
a San Francisco-
based firm that
employs workers in 
Kenya, Uganda and 
India to label data for 
Silicon Valley clients 
like Google, Meta 
and Microsoft.»

From https://time.com/6247678/openai-chatgpt-kenya-workers/

ChatGPT:

https://openai.com/research/instruction-following
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Evolution of Generative Pre-trained Transformers. (GPT) in OpenAI

From https://en.wikipedia.org/wiki/Generative_pre-trained_transformer

Model Architecture Parameter count Training data Release date Training cost
GPT-1 12-level, 12-headed 

Transformer decoder (no 
encoder), followed by linear-
softmax.

117 million BookCorpus: 4.5 GB of 
text, from 7000 
unpublished books of 
various genres.

June 11, 2018 "1 month on 8 GPUs", or 
1.7e19 FLOP.

GPT-2 GPT-1, but with modified 
normalization

1.5 billion WebText: 40 GB of text, 8 
million documents, from 
45 million webpages 
upvoted on Reddit.

February 14, 2019 
(initial/limited version) 
and November 5, 2019 
(full version)

"tens of petaflop/s-day", or 
1.5e21 FLOP.

GPT-3 GPT-2, but with modification to 
allow larger scaling

175 billion 499 Billion tokens 
consisting of 
CommonCrawl (570 GB), 
WebText, English 
Wikipedia, and two books 
corpora (Books1 and 
Books2).

May 28, 2020 3640 petaflop/s-day, or 3.2e23 
FLOP.

GPT-3.5 Undisclosed 175 billion Undisclosed March 15, 2022 Undisclosed
GPT-4 Also trained with both text 

prediction and RLHF; accepts 
both text and images as input. 
Further details are not public.

Undisclosed (1.8 
trillon aka 1.8e12)

Undisclosed (13 trillon 
tokens, aka 1.3e13)

March 14, 2023 Undisclosed. Estimated 2.1e25 
FLOP.

~ x 10

~ x 20

~ x 10

Compute requirement



Disposition : Vide

Evolution of large Language models (LLMs)

From Dr Alan D. Thompson, LifeArchitect.ai, https://lifearchitect.ai/models/#laptop-models

XGLM

Cohere

BERT 340M

GPT-1 117M

GPT-2 1.5B

LANGUAGE MODEL SIZES TO MAR/2023

LifeArchitect.ai/models

PaLM
PaLM-Coder

Minerva
Med-PaLM
Flan-PaLM

U-PaLM
Flan-U-PaLM
Med-PaLM 2

540B

BLOOM
BLOOMZ

176B

20B

7.5B

13B Gopher
280B

GPT-NeoX-20B

MT-NLG
530B

52.4B

Plato-XL
Macaw11B

11B

Jurassic-1
178B

9.4B

6BGPT-J
BlenderBot2.0

LaMDA
LaMDA 2

Bard
137B

GPT-3
175B

ruGPT-3

Parameters

AI lab/group

Available

Closed

Chinchilla scale

Chinchilla
70B*

⃡
Cedille

Fairseq

Anthropic-LM

6B

Flamingo
80B*

20B
*

AlexaTM
VIMA 200M

6.9B
*

13BCM3
VLM-4

mGPT
Luminous

200B

10B

13B

Gato 1.2B

OPT-175B
BB3

OPT-IML
175B

NLLB
54.5B

GLM-130B
ChatGLM-6B

YaLM
100B10B

NOOR

UL2
20B

FIM

11B

Flan-T5

11B

52B
RL-CAI
Claude

PaLI
17BSeeKeR 2.7B

10B
*

WeLM

Galactica
120B

T5
Megatron-11B

GPT-4
Undisclosed

*

MOSS
20B*

LLaMA
65B*

Kosmos-1

Z-Code++ 710M*

7B

Toolformer6.7B*

*

11B
Atlas

Alpaca

1.6B*

Beeswarm/bubble plot, sizes linear to scale. Selected highlights only. *Chinchilla scale means T:P ratio >15:1. https://lifearchitect.ai/chinchilla/ Alan D. Thompson. March 2023. https://lifearchitect.ai/



2012: AlexNet
GeForce GTX 580
Won ImageNet Challenge
262 x 1015 FLOPS

Computing power is driving the advance of AI

9

2020: GPT-3
323 x 1021 FLOPS
X 1 000 000 more floating point operations

From GTC 2023 Keynote with NVIDIA CEO Jensen Huang
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Training Large Language Models is not cheap!

From “2023 State of AI in 14 Charts” available  at https://hai.stanford.edu/news/2023-state-ai-14-charts

The estimated training cost for 
GPT-4 is around $63 million.
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From “2023 State of AI in 14 Charts” available  at https://hai.stanford.edu/news/2023-state-ai-14-charts

Training Large Language Models has an ecological impact

From https://www.hipeac.net/vision/#/latest/
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Examples of 
applications
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French people and generative AI

From https://talan.com/actualites/detail-actualites/news/sondage-ifop-talan-les-francais-et-les-ia-generatives/
Full report available from https://www.ifop.com/publication/le-regard-des-francais-et-des-actifs-sur-les-ia-generatives/

Most frequent utilizations:
• Increase knowledge
• Information search
• Translate texts
• Create letters, blogs, …
• Increase its own productivity
• …

https://talan.com/actualites/detail-actualites/news/sondage-ifop-talan-les-francais-et-les-ia-generatives/
https://www.ifop.com/publication/le-regard-des-francais-et-des-actifs-sur-les-ia-generatives/
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LLMs for image generation

From https://www.hipeac.net/vision/#/latest/
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Image generation from sketches 

https://stability.ai/blog/clipdrop-launches-stable-doodle
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Example: GitHub Copilot

“What is GitHub Copilot? 
GitHub Copilot is an AI pair programmer that helps you 
write code faster and with less work. It draws context 
from comments and code to suggest individual lines and 
whole functions instantly. GitHub Copilot is powered by 
OpenAI Codex, a generative pretrained language model 
created by OpenAI. It is available as an extension for 
Visual Studio Code, Visual Studio, Neovim, and the 
JetBrains suite of integrated development environments 
(IDEs).”

20/07/2023 16

from https://github.com/features/copilot

LLMs for software programming

From https://www.hipeac.net/vision/#/latest/

• Generating (small) pieces of code
• Get code from comments
• Chat to help programming
• Explain code
• Show examples
• Refactoring
• Create README
• Etc…
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from https://github.com/features/copilot

LLMs for software programming

From https://www.hipeac.net/vision/#/latest/

• Generating (small) pieces of code
• Get code from comments
• Chat to help programming
• Explain code
• Show examples
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• Etc…
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Chip-Chat: Challenges and Opportunities in 
Conversational Hardware Design

From https://arxiv.org/abs/2305.13243
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Chip-Chat: Challenges and Opportunities in 
Conversational Hardware Design

From https://arxiv.org/abs/2305.13243
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Chip-Chat: conclusion

From https://arxiv.org/abs/2305.13243

“Challenges: While it is clear that using a conversational LLM to assist in designing and implementing a 
hardware device can be beneficial overall, the technology is not yet able to consistently design hardware 
with only feedback from verification tools. The current state-of-the-art models do not perform well 
enough at understanding and fixing the errors presented by these tools to create complete designs and 
testbenches with only an initial human interaction. 

Opportunities: Still, when the human feedback is provided to the more capable ChatGPT-4 model, or it is 
used to co-design, the language model seems to be a ‘force multiplier’, allowing for rapid design space 
exploration and iteration. In general, ChatGPT-4 could produce functionally correct code, which could 
free up designer time when implementing common modules. Potential future work could involve a larger 
user study to investigate this potential, as well as the development of conversational LLMs specific to 
hardware design to improve upon the results.”
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Multimodality
LLMs are good not only on texts
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Flamingo (Deepmind) : image + text + few shot learning

From https://arxiv.org/abs/2204.14198
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Flamingo (Deepmind) : image + text + few shot learning

From https://arxiv.org/abs/2204.14198
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From https://arxiv.org/abs/2204.14198

Flamingo: understanding images
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GPT-4
(OpenAI)

With “Code interpreter”, 
GPT-4 can process images
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GPT-4 (OpenAI)

But also GPT-4 can
Process images 
natively…
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Bard (Google)

From https://bard.google.com/
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Bard

From https://bard.google.com/
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Foundation models & locally running fine tuned models
Or

How to avoid sending your sensible information?

Generative AI
on the edge
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Foundation models

« A foundation model can centralize the information from all the data from various modalities. This one model can then 
be adapted to a wide range of downstream tasks. » 
From « On the Opportunities and Risks of Foundation Models » https://arxiv.org/abs/2108.07258

Not intended to be 
used for a particular 
application
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One of the early Open Source LLM (March-July 2022)

20/07/2023 32

Estimated cost of training: Equivalent of $2-5M in cloud 
Server training location: Île-de-France, France
Environmental Impact: The training supercomputer, 
Jean Zay, uses mostly nuclear energy. The heat 
generated by it is reused for heating campus housing.

More details at https://huggingface.co/blog/bloom-megatron-deepspeed
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Llama from Meta leaked on line, triggering 
multiplicity of derived models…

Most info can be found on https://ai.meta.com/blog/large-language-model-llama-meta-ai/

From https://www.theverge.com/2023/3/8/23629362/meta-ai-language-model-llama-leak-online-misuse
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The trigger: Alpaca from Stanford

From https://crfm.stanford.edu/2023/03/13/alpaca.html
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The trigger: Alpaca from Stanford

From https://crfm.stanford.edu/2023/03/13/alpaca.htmlFrom https://arxiv.org/abs/2303.18223
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The trigger: Alpaca from Stanford

From https://crfm.stanford.edu/2023/03/13/alpaca.htmlFrom https://arxiv.org/abs/2303.18223

News from July 18th, 2023, 
you can play with it on https://www.llama2.ai/, you can download and run it locally

 You keep your data locally and no fees to use it (unlike GPT-4, $20 a month)

https://www.llama2.ai/
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The enabler: HuggingFace

From https://huggingface.co/
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StarCoder: a model for helping coding

From https://huggingface.co/bigcode/starcoder
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From https://arxiv.org/abs/2305.06161

StarCoder: a model for helping coding
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LLM running locally on a Mac Mini
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LLM running locally on your device

From https://www.qualcomm.com/news/releases/2023/07/qualcomm-works-with-meta-to-enable-on-device-ai-applications-usi
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Limitations a nd 
regulations
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More and more concerns about ethics and AI

From “2023 State of AI in 14 Charts” available  at https://hai.stanford.edu/news/2023-state-ai-14-charts
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AI is more and more regulated

From “2023 State of AI in 14 Charts” available  at https://hai.stanford.edu/news/2023-state-ai-14-charts
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EU AI Act: first regulation on artificial intelligence

From https://www.europarl.europa.eu/news/en/headlines/society/20230601STO93804/eu-ai-act-first-regulation-on-
artificial-intelligence

What Parliament wants in AI legislation

Parliament’s priority is to make sure that AI systems used in the EU are safe, transparent, traceable, non-
discriminatory and environmentally friendly. AI systems should be overseen by people, rather than by automation, 
to prevent harmful outcomes.

Parliament also wants to establish a technology-neutral, uniform definition for AI that could be applied to future AI 
systems.

AI Act: different rules for different risk levels

The new rules establish obligations for providers and users depending on the level of risk from artificial 
intelligence. While many AI systems pose minimal risk, they need to be assessed.

https://www.europarl.europa.eu/news/en/press-room/20230505IPR84904/ai-act-a-step-closer-to-the-first-rules-on-artificial-intelligence
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EU AI Act: first regulation on artificial intelligence

From https://www.europarl.europa.eu/news/en/headlines/society/20230601STO93804/eu-ai-act-first-regulation-on-
artificial-intelligence

Unacceptable risk

Unacceptable risk AI systems are systems considered a threat to people and will be banned. They include:

• Cognitive behavioural manipulation of people or specific vulnerable groups: for example voice-activated toys 
that encourage dangerous behaviour in children

• Social scoring: classifying people based on behaviour, socio-economic status or personal characteristics
• Real-time and remote biometric identification systems, such as facial recognition

Some exceptions may be allowed: For instance, “post” remote biometric identification systems where identification 
occurs after a significant delay will be allowed to prosecute serious crimes but only after court approval.
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EU AI Act: first regulation on artificial intelligence

From https://www.europarl.europa.eu/news/en/headlines/society/20230601STO93804/eu-ai-act-first-regulation-on-
artificial-intelligence

High risk

AI systems that negatively affect safety or fundamental rights will be considered high risk and will be divided into 
two categories:
1) AI systems that are used in products falling under the EU’s product safety legislation. This includes toys, 
aviation, cars, medical devices and lifts.
2) AI systems falling into eight specific areas that will have to be registered in an EU database:
•     Biometric identification and categorisation of natural persons
•     Management and operation of critical infrastructure
•     Education and vocational training
•     Employment, worker management and access to self-employment
•     Access to and enjoyment of essential private services and public services and benefits
•     Law enforcement
•     Migration, asylum and border control management
•     Assistance in legal interpretation and application of the law

All high-risk AI systems will be assessed before being put on the market and also throughout their lifecycle.
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EU AI Act: first regulation on artificial intelligence

From https://www.europarl.europa.eu/news/en/headlines/society/20230601STO93804/eu-ai-act-first-regulation-on-
artificial-intelligence

Generative AI

Generative AI, like ChatGPT, would have to comply with transparency requirements:

•     Disclosing that the content was generated by AI
•     Designing the model to prevent it from generating illegal content
•     Publishing summaries of copyrighted data used for training

 
Limited risk

Limited risk AI systems should comply with minimal transparency requirements that would allow users to make 
informed decisions. After interacting with the applications, the user can then decide whether they want to continue 
using it. Users should be made aware when they are interacting with AI. This includes AI systems that generate or 
manipulate image, audio or video content, for example deepfakes.
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Next steps?
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Increasing the number of input tokens

https://help.openai.com/en/articles/7127966-what-is-the-difference-between-the-gpt-4-models

From https://www.anthropic.com/index/100k-context-windows
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Increasing the number of input tokens

https://help.openai.com/en/articles/7127966-what-is-the-difference-between-the-gpt-4-models

From https://www.anthropic.com/index/100k-context-windows

“The average person can read 100,000 tokens 
of text in ~5+ hours[1], and then they might 
need substantially longer to digest, remember, 
and analyze that information. Claude can now 
do this in less than a minute. For example, we 
loaded the entire text of The Great Gatsby 
into Claude-Instant (72K tokens) and modified 
one line to say Mr. Carraway was “a software 
engineer that works on machine learning 
tooling at Anthropic.” When we asked the 
model to spot what was different, it responded 
with the correct answer in 22 seconds.
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From https://arxiv.org/abs/2307.02486

Increasing the number of input tokens
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Voyager: An Open-Ended Embodied Agent with Large Language Models

From: https://github.com/MineDojo/Voyager or https://voyager.minedojo.org/

Voyager is evolving in 
the Minecraft game, 
continuously explores 
the world, acquires 
diverse skills, and 
makes novel 
discoveries without 
human intervention.

https://github.com/MineDojo/Voyager
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Voyager: An Open-Ended Embodied Agent with Large Language Models

From: https://github.com/MineDojo/Voyager
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From https://palm-e.github.io/

PaLM-E (Google)
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From https://palm-e.github.io/

PaLM-E: An Embodied Multimodal Language Model
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From https://palm-e.github.io/
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How advanced is IA: LLMs and the theory of mind

From https://www.gsb.stanford.edu/faculty-research/working-papers/theory-mind-may-have-spontaneously-emerged-large-language-models
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From Dr Alan D. Thompson, LifeArchitect.ai, https://lifearchitect.ai/iq-testing-ai/
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Theory of mind
(Psychology)

US Biolympiad
(Biology)

SAT Medical knowledge
(Medicine)

Sommelier theory
(Wine tasting)

GPT-4 VS HUMAN TESTS - SIMPLE (MAY/2023)

LifeArchitect.ai/iq-testing-ai

Selected highlights only. Percentiles; 50 refers to the 50th percentile as average, and may not be the testing average for some tests. Alan D. Thompson. May 2023. https://lifearchitect.ai/iq-testing-ai/

GPT-4

Evolution of large Language models (LLMs)
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Summary
• LLMs learned the world indirectly by texts
• With multimodality, they will learn it by images and other modalities
• They are already linked to simulators (“digital twins”) to experience the laws of physics (e.g. 

Nvidia Isaac sim)
• They will be proactive when they don’t know (e.g. https://arxiv.org/abs/2307.01928 )
• Next step will be that they could experience the world directly by embodiment.

From https://www.youtube.com/watch?v=VW-dOMBFj7o From https://www.1x.tech/

https://arxiv.org/abs/2307.01928


CONCLUSION: WE LIVE AN EXCITING TIME!

“The best way to predict the future is to invent it.”
Alan Kay

GAI could be an amplifier of human productivity, and should be used by wise men…
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Thank you!
CEA 

marc.duranton@cea.fr


